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We habitually underestimate the effects of randomness

a. Random events often come in groups/streaks/clusters

b. Extraordinary events can happen without extraordinary causes.

a. Hollywood movies

b. Home-run streaks

Laws of Probability

a. The probability that two events will both occur can never be greater than the probability that each will occur individually.

a. Assume Linda is a person drawn at random from the NY City phone book.  What is the relative probability ranking of these statements:

i. Linda is active in the feminist movement

ii. Linda is a psychiatric social worker

iii. Linda is a bank teller and is active in the feminist movement

iv. Linda is a teacher in an elementary school

v. Linda is a member of the League of Women Voters

vi. Linda is a bank teller

vii. Linda is an insurance salesperson

b. Availability bias—in reconstructing the past, we give unwarranted  importance to memories that are most vivid (and hence most available for retrieval)

i. Which is greater?  

1. # of 6-letter English words having an n as the fifth letter

2. # of 6-letter English words ending in ing ?

c. “A good story is often less probable than a less satisfactory [explanation]” (Kahneman & Tversky)
b. If two possible events, A and B, are independent, then the probability that both A & B will occur is equal to the product of their individual probabilities.

c. If an event can have a number of different and distinct possible outcomes (A, B, C, and so on) then the probability that either A or B will occur is equal to the sum of the individual probabilities of A and B (and the sum of the probabilities of all the possible outcomes is 1.0, or 100%).

a. What are the odds that a couple are guilty of a crime in Los Angeles, given that eyewitnesses described the culprits as “a Caucasian woman with a blond ponytail…and a Black man with a beard and moustache who was driving a partly yellow automobile” when the odds are:

i. 1/10  Partly yellow automobile

ii. ¼  Man with a moustache

iii. 1/10 Black man with a beard

iv. 1/10 Girl with ponytail

v. 1/3 Girl with blond hair

vi. 1/1,000 interracial couple in car

The Monty Hall Problem:  3 doors, a Maserati behind 1 of them.  After your first choice, one door is opened, and you may change your choice or stay.  Which is the better option?

a. Law of “sample space”:  Suppose a random process has many equally likely outcomes, some favorable (winning), some unfavorable (losing).  The probability of obtaining a favorable outcome is equal to the proportion of outcomes that are favorable.

The Law of Large Numbers (“Bernoulli’s Theorem”)

a. As we increase the number of trials, observed frequencies will reflect—more and more accurately—their underlying probabilities.

a. Law of Small Numbers:  mistaken intuition that a small sample accurately reflects underlying probabilities.

b. General application:  “One should not appraise (individual) human action on the basis of its results”—implications for “outcomes based” management?

c. Specific case:  “Gambler’s fallacy”—mistaken notion that an event is more or less likely to occur because it has not happened recently

Conditional Probability—Bayes’ Theorem
a. We observe a small sample of outcomes, from which we infer information and make judgments about the qualities that produced those outcomes.  How should we make those inferences?

a. What is the probability that a family with two children has two daughters?  What is the probability that a family with two children has two daughters if one is named Mary?

b. The conditional (“if”) “prunes” the sample space.

b. Bayes’ theory shows that the probability that A will occur if B occurs will generally differ from the probability that B will occur if A occurs.

a. What is the probability that an athlete is guilty of doping, given that the false positive rate on the urine test is 1% and that the false negative rate is 50%, and that the true rate of doping is 10%?
b. Prosecutor’s fallacy—inversion of conditionals.  

i. 1/2500 battered women are murdered—but this is the wrong statistic. 90% of battered women who are murdered, were murdered by their spouse.

c. Probability concerns predictions based on fixed probabilities.  Statistics infer those probabilities based on observed data.

Measurement Theory

a. Two issues:

a. How to determine a number that can summarize a measure of quality, from a series of varying measurements?
i. Nature of variation in data caused by random error (standard deviation)

b. Given a limited set of measurements, how to assess the probability that the determination is correct?

i. Central limit theorem—deviations will be dispersed in a normal distribution

b. Regression to the mean:  “A statistical ensemble of people acting randomly often displays behavior as consistent and predictable as a group of people pursuing conscious goals”—200,000 randomly acting drivers can create a creature of habit

a. Much of the order we perceive in nature belies an invisible underlying disorder and hence can be understood only through the rules of randomness—a “drunkard’s walk,” or a “random walk,” or “Brownian motion”

c. Illusion of Pattern:  

a. Perception requires imagination because the data people encounter in their lives are never complete and always equivocal.

i. Significance testing is a formal procedure for calculating the probability of our having observed what we observed if the hypothesis we are testing is true.

b. Examine how events whose patterns appear to have a definite cause may actually be the product of chance.

i. Error bias (heuristic bias)—the longer the sequence, or  the more sequences you look at, the greater the probability that you’ll find every pattern imaginable—purely by chance.

ii. There is a difference between a process being random and the product of that process appearing to be random.

1. “Hot hand” fallacy—mistaken impression that random streak is due to extraordinary performance.

2. “Sharpshooter effect”—fire at a blank piece of paper, and draw the target afterward.

3. If events are random, we are not in control; if we are in control of events, then they are not random.  

4. The need to feel in control interferes with the accurate perception of random events.

iii. Confirmation bias—Whether in the “grasp of an illusion” or have a new idea, instead of searching for ways to prove our ideas  wrong, we usually attempt to prove them correct.

Drunkard’s Walk—Chance is a more fundamental conception than causality (Max Born)

a. Determinism in human affairs fails to meet the requirements for predictability 

a. Society is not governed by definite and fundamental laws

b. Impossible to know or control the circumstances of life (cannot obtain the precise data necessary for prediction)

c. Doubtful we could carry out the necessary calculations even if we understood the laws and possessed the data.

b. Unforeseeable or unpredictable forces cannot be avoided, and moreover those random forces and our reactions to them account for much of what constitutes our particular path.

c. “Crystal ball” view of events is empty—we can describe after the fact, but not predict

a. Focus on ability to react to events rather than relying on the ability to predict them—qualities like flexibility, confidence, courage, perseverance.

d. “Normal accident theory” (Charles Perrow)

a. In complex systems we should expect that minor factors we can usually ignore will by chance sometimes cause major incidents.

b. Economic activity is determined by individual transactions that are too small to foresee, and these small ‘random’ events can accumulate and become magnified by positive feedback over time.

c. It is not that the connection between actions and rewards is random, but that random influences are as important as our qualities and actions.
i. “No one never  needs luck” (Nohad Toulan)

ii. “If you want to succeed, double your failure rate” (Thomas Watson)
